Remote Sensing of Riverbank Migration Using Particle Image Velocimetry
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Abstract Mobile river channels endanger human life and property and over centuries shape ecosystems, landscapes, and stratigraphy. Quantifying channel movements from remote sensing is difficult, in part due to the diversity of river mobility processes (e.g., channel migration, cutoffs, avulsion) and planform morphologies (e.g., meandering, braided). Here, we present a framework for quantifying riverbank migration from remote sensing that upscales recent methodological advances from laboratory flume studies utilizing particle image velocimetry (PIV). We apply PIV to image time series of 21 rivers worldwide, showing PIV ignores cutoff and avulsion processes by design and is well suited for tracking riverbank migration regardless of planform morphology. We show that PIV-derived results for riverbank migration are consistent with published results from centerline- and bank-based Lagrangian methods. Unlike existing methods, PIV offers a grid-based Eulerian framework where defining channel centerlines is unnecessary and quantified uncertainty in riverbank positions is propagated into uncertainty in migration rates. PIV offers means to efficiently extract global patterns in riverbank migration from decades of satellite data, as well as investigate river response to climate change and human activities in our rapidly changing world.

Plain Language Summary Roughly 3 billion people worldwide live along large rivers and rely on them for food, water, transport, and energy. To ensure the safety and sustainability of riverside communities, it is important that we understand how rivers migrate over time. Satellite missions like NASA Landsat have captured millions of images of migrating rivers worldwide for more than thirty years—more images than can be feasibly mapped manually. Here, we build on previous work and present a method to automatically map riverbank migration from satellite images using a technique called particle image velocimetry (PIV). We apply PIV to Landsat-image time series for 21 example rivers and show that PIV results are efficient, reproducible, and accurate compared with existing automatic techniques. Importantly, unlike existing techniques, the PIV method directly accounts for the inherent uncertainty in migration-rate measurements that comes from trying to identify riverbanks from satellite imagery. Furthermore, PIV is equally applicable to all kinds of rivers (e.g., meandering, braided), opening up new opportunities to investigate the diversity of rivers and their responses to climate change and human activities.

1. Introduction

River channels are inherently mobile. Their movement across floodplains is responsible for shaping Earth's lowland ecosystems and landscapes (Paola et al., 1992; Ward & Stanford, 1995; Willenbring et al., 2013), constructing sedimentary stratigraphy (Chamberlin & Hajek, 2019; Ganti et al., 2020; Lynds & Hajek, 2006), and regulating the terrestrial organic carbon cycle (Douglas et al., 2021; Repasch et al., 2021; Scheingross et al., 2021; Torres et al., 2017). Over human lifetimes, channel movements endanger life and property on adjacent land (Church & Ferguson, 2015; Thakur et al., 2012) and shift the availability of water resources (Gleick, 2003; Passalaquca et al., 2021)—consequences linked to the displacement of millions of people over human history (Giosan et al., 2012; Kidder & Liu, 2017; Singh et al., 2017). To ensure the safety and sustainability of the 2.5+ billion people who live along river systems (Best, 2019), it is imperative we quantify and understand how river channels move.

Decades of imagery from remote sensing campaigns (e.g., NASA Landsat) capture diverse examples of channel mobility (Baki & Gan, 2012; Constantine et al., 2014; Gupta et al., 2013; Loveland & Dwyer, 2012; Schwenk et al., 2017; Sylvester et al., 2019). Channels move gradually through the process of riverbank migration (Einstein, 1926; Hickin & Nanson, 1984) and also in abrupt, periodic events such as cutoffs and avulsions
that reroute the course of flow (Brooke et al., 2022; Constantine & Dunne, 2008; Hooke, 2004; Slingerland & Smith, 2004). Furthermore, channels exist across a continuum of different planform morphologies, from single-thread meandering channels (Figure 1a–1d) to multi-thread anabranching channels (Figures 1e–1g), which can be further categorized as braided, anastamosing, or wandering (Eaton et al., 2010; Galeazzi et al., 2021; Latrubesse, 2008). Manually mapping the wealth of remotely sensed channel motions is labor-intensive and inherently subjective, which has led to the development of automated methods (Dey & Bhattacharya, 2014; Dillabaugh et al., 2002; Jones, 2015, 2019; Marra et al., 2014; Rowland et al., 2016).

Automated methods commonly quantify channel migration based on the movement of the channel’s centerline (Figure 2a). Centerlines are defined in each image and correlated through time using dynamic time warping (DTW) or similar nearest-neighbor algorithms (Lisiecki & Lisiecki, 2002; Rowland et al., 2016; Sylvester et al., 2019). Centerline-based methods have yielded numerous insights, especially for the migration of single-thread channels (Constantine et al., 2014; Sylvester et al., 2019). However, centerline-based methods are difficult to apply to multi-thread channels because centerlines of the interwoven channel threads are often ill-defined (Dey & Bhattacharya, 2014; Marra et al., 2014) (Figure 1e–1g). Furthermore, a centerline-based approach cannot capture the dynamics of opposing banks, which may accrete and erode at different speeds, especially over short time-scales (~1–10 years) (Eke, Czapiga, et al., 2014; Mason & Mohrig, 2019).

To overcome the limitations of the centerline-based approach, newer automated methods have been developed based on tracking the channel’s banks (Langhorst & Pavelsky, 2023; Nagel et al., 2022; Rowland et al., 2016). By tracking migration of the riverbank rather than the channel centerline, bank-based approaches are equally applicable to single- and multi-thread rivers and can capture differences in migration between opposing banks (Figure 2b). A prominent bank-based approach is Spatially Continuous Riverbank Erosion and Accretion Measurements (SCREAM) (Rowland et al., 2016). For input to SCREAM, each satellite image is converted into a binary mask representing either river or land, with banks defined by the interface. SCREAM then detects discrete areas that changed from land to river (erosion) or river to land (accretion) between masks. Linear rates of erosion/accretion are determined for each bank by the nearest-neighbor distance to bank pixels in the subsequent image within the same erosion/accretion area (Figure 2b) (Rowland et al., 2016). SCREAM and similar bank-based approaches have enabled researchers to quantify the mobility of both single- and multi-thread rivers in the Arctic (Douglas et al., 2021; Rowland et al., 2016, 2019) and beyond (Langhorst & Pavelsky, 2023; Nagel et al., 2022).

Importantly, past studies also highlight the difficulty of quantifying uncertainty within a bank-based approach. The identification of bank positions is typically the greatest source of uncertainty in remotely sensed riverbank-migration measurements (Donovan et al., 2019; Lane et al., 2010; Nagel et al., 2022), on account of pixel misclassifications; image resolutions; variations in river discharge; and user-end decisions to use either the edge of vegetation (Boruah et al., 2008; Donovan et al., 2019) or the edge of annual surface water (Lane et al., 2010; Langhorst & Pavelsky, 2023) as proxies for bank position. Quantifying these uncertainties and propagating them into migration measurements is inherently difficult in a bank-based approach because bank positions create the foundation of the Lagrangian (i.e., object-based) coordinate system (Figure 2b). Global uncertainties in bank-based measurements have been estimated by numerically simulating different sources of uncertainty and comparing simulated data to actual data (Langhorst & Pavelsky, 2023), but actual uncertainties associated with remotely sensed migration rates remain elusive.

Recent experimental advances have developed an alternative method for quantifying riverbank migration from plan-view imagery using particle image velocimetry (PIV) (Figure 2c) (Chadwick, Steel, Passalacqua, & Paola, 2022; Chadwick, Steel, Williams-Schaetzl, et al., 2022). Similar to bank-based approaches, PIV tracks the motion of channel banks (rather than centerlines) and is applicable to both single- and multi-thread channels (Figures 2b and 2c). PIV could also offer distinct advantages if upscaling from experimental to remote-sensing applications. Originally designed to track particles in a moving fluid, the PIV algorithm quantifies motion by correlating numerous sub-images on an Eulerian grid that is independent of the channel centerline or bank position (Figure 2c) (Keane & Adrian, 1992; Westerweel, 1997). This independence allows the uncertainty in bank positions to be quantified and propagated into uncertainty in channel mobility (Chadwick, Steel, Williams-Schaetzl, et al., 2022). Furthermore, laboratory results demonstrate that the PIV algorithm specifically targets mobility associated with channel migration, and by design ignores mobility associated with cutoffs and avulsions (Chadwick, Steel, Williams-Schaetzl, et al., 2022)—events that typically need to be manually identified and removed in bank- and centerline-based approaches to avoid disruptions to the Lagrangian coordinate systems and nearest-neighbor algorithms (Rowland et al., 2016; Schwenk et al., 2017; Sylvester et al., 2019).
Figure 1. (a) World map showing the location of river reaches analyzed with particle image velocimetry, overlain with example NASA Landsat images of single-thread channels (b, c; \( N_c = 1 \), where \( N_c \) is the average number of sub-channels in a channel cross-section; Egozi & Ashmore, 2008) and multi-thread channels (d, e; \( N_c > 1 \)). Previous work has quantified channel migration in these reaches using centerline-based dynamic time warping (blue circles; Sylvester et al., 2019) or bank-based Spatially Continuous Erosion and Accretion Measurements (green circles; Rowland et al., 2019). Dashed boxes denote areas shown in Figures 3–5.

Figure 2. (a) Conceptual cartoon of a migrating river, showing how channel migration is quantified in a centerline-based approach. The river is defined in terms of its centerline at two times \( t_1 \) (gray solid line) and \( t_2 \) (white dashed line) and nearest-neighbor algorithms are used to determine the migration of the centerline (yellow). Panel (b) similar to panel (a) but here for a bank-based approach where the river is defined and tracked based on bank positions, which are sometimes uncertain (dark cyan regions). Panel (c) same as panel (b) but here for particle image velocimetry (PIV), where uncertainty in bank positions is quantified (gray shaded regions) and propagated into uncertainty in migration vectors (yellow shaded swaths). Blue square highlights an example PIV interrogation window, with input dimensions of \( \Delta x \) (Equation 1; Table 1).
Here, we upscale the experimental PIV method to the global satellite archive. We integrate PIV analysis with established remote sensing methods for riverbank identification (Jones, 2015, 2019) and highlight compelling examples from NASA Landsat imagery. We compare PIV-derived results to published results from bank- and centerline-based approaches and demonstrate PIV’s power to quantify spatiotemporal patterns in migration rate along single- and multi-thread river channels. Finally, we discuss the advantages and disadvantages of the PIV compared to other methods and the implications for leveraging PIV to interrogate global river response to climate change and human activities.

2. Materials and Methods

2.1. Upscaling PIV for Application to Rivers in the Global Satellite Archive

Our remote sensing approach for tracking riverbank migration with PIV builds upon the experimental framework developed by Chadwick, Steel, Williams-Schaetzel, et al. (2022). We briefly summarize their approach here and highlight the adaptations made for upscaling to global satellite data using 21 example river reaches selected based on the availability of published centerline- and bank-based migration measurements (Rowland et al., 2019; Sylvester et al., 2019). The reaches are located in South America and the Arctic, and span a wide range of migration speeds, avulsion and cutoff frequencies, and planform morphologies (as quantified by the reach-averaged...
Figure 3.
number of channel threads, \( N_z \); Table 1). Here, we chose to leverage remotely sensed imagery collected by the NASA Landsat mission because it offers a relatively high spatial resolution (30 m/pixel) over a long time interval (1985-present). However, the same PIV method can be applied to imagery from other sources such as ESA Sentinel-2 (Drusch et al., 2012; Marshall & Boshuizen, 2013). The method consists of three steps: image preparation, PIV implementation, and PIV postprocessing.

2.1.1. Image Preparation

The first step of the PIV method is image preparation, wherein Landsat images are downloaded and converted into binary masks of the channel for input to PIV (Chadwick, Steel, Williams–Schaetzel, et al., 2022). For upscaling to the satellite archive, this step was implemented using Google Earth Engine (Gorelick et al., 2017). We outlined a reach at each site (Figure 1; Table 1) that was approximately 50–150 channel-widths in length—large enough to capture several bends and bars while maintaining reasonable computational times for PIV (1–30 min per image pair). Within each outlined reach, we then downloaded NASA Landsat atmospherically corrected surface reflectance data from 1985 to 2021 with a resolution of 30 m/pixel (Landsat 5 TM, Landsat 7 ETM+, and Landsat 8 OLI/TIRS). Images were grouped by year and combined into median annual composites, which mitigated the effect of clouds and intra-annual river-stage variations (Langhorst & Pavelsky, 2023; Schwenk et al., 2017). The median surface-water extent in the annual composites may not be representative of the channel’s surface-water extent during bankfull discharge, but we expect the median and bankfull extents to exhibit similar mobility unless the channel undergoes significant changes in cross-sectional geometry.

Composites were then binarized into water and non-water pixels using the USGS Dynamic Surface Water Extent (DSWE) procedure (Jones, 2015, 2019). The DSWE procedure employs a decision-tree structure based on several spectral indices, and is specifically designed for global Landsat applications and long-term consistency in performance. The procedure tests for the presence of surface water in each pixel at four confidence levels: high-confidence surface water, moderate-confidence water, conservative partial surface water, and aggressive partial surface water. We used results for each confidence level to threshold the color images, generating four distinct but defensible binary masks for a given annual composite image. We then filtered water pixels to exclude lakes, wetlands, and other unchannelized water bodies based on proximity and connectedness to global vector products of predicted channel location (Allen & Pavelsky, 2018; Yamazaki et al., 2019; Yang et al., 2020). Images were manually removed if they were blank or if they contained poor observation conditions (e.g., clouds or snow covering the vast majority of the image).

2.1.2. PIV Implementation

The second step is PIV implementation. Following previous work (Chadwick, Steel, Williams–Schaetzel, et al., 2022), we utilized the open-source MATLAB package PIVlab (Mathworks, 2021; Thielicke & Stamhuis, 2014). The PIV algorithm automatically evaluates the displacement of wetted channel areas between consecutive binary images through the cross-correlation of many nested sub-images, referred to as interrogation windows (Figure 2c). The primary user inputs for PIV are the size of these interrogation windows (\( \Delta x \)) and the timestep between consecutive images (\( \Delta t \)).

Following Chadwick, Steel, Williams–Schaetzel, et al. (2022), we set the dimensions of the final interrogation window for each river to be one half of the estimated thread width,

\[
\Delta x = \frac{1}{2} b,
\]

where \( \Delta x \) is the final window size (Pass 3) and \( b = B/N_z \) is the estimated thread width based on the ratio of reported channel width \( B \) and thread count \( N_z \) (Table 1). This size is large enough to capture a distinct length of riverbank but not so large as to contain significant spatial gradients in velocity (Chadwick, Steel, Williams–Schaetzel, et al., 2022).

When entering the interrogation-window size into PIVlab, \( \Delta x \) was converted from units of meters into units of pixels using Landsat's image resolution (30 m/pixel) and rounded up to the nearest even number of pixels.

Figure 3. (a) Example bend segment along the Purus River Reach 2-C, showing comparison between bank migration rates derived from particle image velocimetry (PIV; yellow arrows) and derived from dynamic time warping (DTW; magenta arrows). Light gray-shaded regions are comparison windows used for spatiotemporal averaging in (b). (b) Window-averaged migration vectors from 1989 (top) to 2017 (bottom). Background imagery is NASA Landsat grayscale recolored cyan for contrast, with black pixels along detected riverbanks (Jones, 2019). Panels (c, d) same as panels (a, b), but for a segment of the Yukon River showing comparison between bank migration rates derived from PIV (yellow) and bank migration rates derived from Spatially Continuous Erosion and Accretion Measurements (SCREAM; magenta arrows) from 1985 to 2020. Bend labeled Y is discussed in the text (Section 3.2). Quantified uncertainty in PIV-vector directions and magnitudes is omitted here for visual clarity.
ensured that each image was assigned a consistent, evenly spaced grid of interrogation windows. To improve signal-to-noise ratios in the final correlation, we utilized larger preliminary interrogation windows set to fourfold and twofold $\Delta x$ (Pass 1 and Pass 2 in Table 1) (Scarano & Riethmuller, 1999; Thielicke & Stamhuis, 2014; Westerweel, 1997). Following Equation 1, we expect random measurement error from PIV on the order of 5%–10% (Chadwick, Steel, Williams-Schaetzel, et al., 2022; Foucaut et al., 2004; Sciacchitano, 2019). Increasing $\Delta x$ leads to an increase in random error. Decreasing $\Delta x$ leads to a decrease in random error but also increases computer-processing times and can introduce systematic errors as $\Delta x$ approaches the pixel size (Nogueira et al., 2001; Sciacchitano, 2019). To avoid these systematic errors, we focused our analysis on rivers with $\Delta x \geq 6$ pixels, corresponding to $b > 240$ m using Landsat's pixel size (30 m) and our rounding scheme (Table 1).

We selected a timestep between consecutive images that optimized PIV performance. Correlation signals are optimized when features move by roughly one quarter of the interrogation window size ($1/4\Delta x$) between images (Keane & Adrian, 1992). For measuring riverbank migration, this corresponds to riverbank migration distances of roughly one eighth the estimated thread width ($1/8 \Delta x = 1/8b$; Equation 1). Following this guideline, we set the optimum image timestep as

$$\Delta t = \frac{1}{8} T_c,$$

(2)

where $\Delta t$ is the optimum image timestep and $T_c$ is the estimated time for a riverbank to migrate by one thread width. To evaluate Equation 2 for each reach, we estimated $T_c$ based on visual inspection of the Landsat annual-composite color-image time series (Table 1). We started with the first Landsat image (from 1985) and compared it to each subsequent year in order. We visually identified the earliest subsequent image where at least one segment of one thread had clearly migrated a distance comparable to its own width since 1985. Then, we calculated the time difference between this image and the first image to estimate $T_c$. To promote the reproducibility of this inspection procedure, we rounded $T_c$ to the nearest multiple of 5 years (Table 1). For two reaches (Yavarí 1-C and Jutaí 1-B), the fastest threads only migrated by about one-half of their width over the 36-year duration of imagery; in these cases, we estimated that it might take roughly 60 years for the threads to migrate by their own width ($T_c = 60$ years; Table 1).

Because we estimated $T_c$ in Equation 2 based on relatively mobile banks along a study reach, PIV performance was optimized for these faster-migrating banks. Slower-migrating banks necessarily incurred higher random error—on the order of 5%–10% (Foucaut et al., 2004; Sciacchitano, 2019)—but this was negligible compared to uncertainty in the identified bank position (See Section 2.1.1). Importantly, the $T_c$-estimation procedure was designed to ensure that even the faster-migrating banks were unable to traverse an entire interrogation window within one timestep, thereby avoiding systematic errors in PIV that can arise when tracked features enter and exit their interrogation window (Nogueira et al., 2001; Sciacchitano, 2019). This approach of selecting $\Delta t$ based on expected timescale of motion (Equation 2) is similar to more traditional applications of PIV measuring fluid dynamics (Keane & Adrian, 1992; Westerweel, 1997).

For uploading annual-composite images to PIVlab at the optimum timestep, we evaluated Equation 2 and rounded $\Delta t$ to the nearest year (Table 1). For reaches with $\Delta t > 1$ yr, images were subsampled at intervals of the optimum timestep before being uploaded. For some image pairs, it was necessary to deviate slightly from the optimum image timestep due to data gaps in Landsat or poor observation conditions (e.g., clouds and snow; Section 2.1.1). For all analyzed reaches, we used PIVlab software version 2.31 with the FFT window deformation algorithm, the sub-pixel estimator (Gauss 2 × 3-point), and the Correlation Quality set to Extreme (Chadwick, Steel, Williams-Schaetzel, et al., 2022; Thielicke & Stamhuis, 2014).

To propagate uncertainty in channel positions to uncertainty in PIV measurements, we applied PIV separately to the four DSWE-thresholded binary-mask time series from the previous step (Section 2.1.1). Following previous work, we also tilted binary masks at four different angles relative to the PIV grid (0°, 15°, 30°, 45°) and applied PIV to each, in order to capture the additional uncertainty that stems from tracking features larger than the interrogation window (Chadwick, Steel, Williams-Schaetzel, et al., 2022). The result was 16 time series of PIV-derived vector fields (4 binary masks × 4 tilt angles) for a given image pair.

### 2.1.3. PIV Postprocessing

The third and final step is PIV postprocessing and remains unchanged when upscaled from experimental to remote-sensing methodologies. For each image pair, we used circular statistics to calculate the mean vector...
field and the standard deviation in mean vector direction and magnitude (Chadwick, Steel, Williams-Schaetzel, et al., 2022; Curray, 1956; Miall, 1974). We filtered data to remove migration vectors where the standard deviation of vector magnitude exceeded the mean or the standard deviation of vector direction exceeded 180°. In addition, if PIV detected a vector in only one of the four binary masks, then the vector was deemed unreliable and discarded (Chadwick, Steel, Williams-Schaetzel, et al., 2022). Similar to experimental implementation, we found that filtering remotely sensed PIV data tended to remove roughly half the vectors in a field—usually in dry areas, channel interiors, and along ambiguous channel banks.

2.2. Comparing PIV to Centerline- and Bank-Based Approaches

We compared PIV-derived results for riverbank migration to previously published results from centerline- and bank-based methods. For centerline-based measurements, we leveraged data from meandering reaches in South America published by Sylvester et al. (2019). We focused our comparison on 10 reaches where the channel was wide enough for effective PIV analysis (>240 m wide, equivalent to >8 pixels in Landsat) (Nogueira et al., 2001; Sciacchitano, 2019) (Table 1). Sylvester et al. (2019) defined channel centerlines using a Python workflow that creates vector objects based on skeletonized water masks generated by the RivaMap semi-automated method (Isikdogan et al., 2017). Channel centerlines were then tracked between images using DTW (Lisaiecki & Lisaiecki, 2002; Sylvester et al., 2019). Data in areas where cutoffs and avulsions occurred were manually removed, which is common practice for centerline-based methods to avoid erroneous correlation of centerlines when the channel jumps course (Y. Li & Limaye, 2022; Schwenk et al., 2017; Sylvester et al., 2019).

Compared to centerline-based DTW measurements, PIV utilizes a different coordinate system (Figures 2a and 2c) and produced vector fields at higher temporal frequencies. For quantitative comparison, we spatiotemporally averaged the DTW and PIV vectors in evenly spaced comparison windows oriented along the channel centerline (Figure 3a). Because DTW tracks centerlines and PIV tracks banks (Figures 2a and 2c), it was necessary that each comparison window was wide enough to capture the centerline and both banks (Figure 3a). To achieve this, we set the cross-stream dimension to the DTW-derived displacement vector with a buffer of one channel-width on either side. The shorter, streamwise dimension of windows was set by the channel width (Table 1). Within each window, we spatiotemporally averaged vectors to generate mean PIV- and DTW-derived vectors that can be compared in terms of their migration rates ($U_{PIV}$, $U_{DTW}$) (Figure 3b). We calculated the discrepancy between window-averaged migration rates in terms of their normalized difference $\delta U = (U_{PIV} - U_{DTW})/U_{DTW}$.

For bank-based measurements, we leveraged data from single- and multi-thread Arctic rivers collected by Rowland et al. (2019) (Table 1; Figure 1). Rowland et al. (2019) defined channel banks based on the presence of vegetation using GeniePro semi-automated workflow (Perkins et al., 2005), and calculated the linear rates of bank erosion and accretion using SCREAM (Rowland et al., 2016). We focused on 11 reaches spanning 50–150 channel-widths each, where the average channel-thread width was wide enough for PIV analysis (>240 m) and where banks were mobile enough to migrate by at least one-half the channel-thread width over the 36-year duration of Landsat imagery (i.e., the estimated migration timescale was $\leq$72 years; Table 1). We note that Rowland et al. (2019) record the SCREAM-derived erosion and accretion rates for each vector, but not the SCREAM-derived vector direction. In the absence of SCREAM-derived vector direction data, we approximated this data using the recorded bank aspect—defined as the direction perpendicular to the bankline pointing away from the channel (Rowland et al., 2016). The vector fields reproduced using the true migration rate and estimated migration direction were reasonable and consistent with water masks upon visual inspection (Figure 3c). However, we note this approximation should overestimate the amount of bank-perpendicular motion and underestimate the amount of bank-parallel motion compared to the true SCREAM vectors.

Bank-based SCREAM vectors are organized in a Lagrangian framework similar to centerline-based approaches, but in this case migration rates are calculated for each pixel along the detected bankline (Figure 2b). We implemented a similar window-averaging approach to compare SCREAM and PIV vectors (Figures 3c and 3d). Because both PIV and SCREAM are designed to track bank motions (Figures 2b and 2c), in this case we organized comparison windows in a rectilinear grid with window dimensions of one-half the average channel-thread width (Figures 3c and 3d). We computed the mean migration rates in each window ($U_{PIV}$, $U_{SCREAM}$), as well as the migration-rate discrepancy $\delta U = (U_{PIV} - U_{SCREAM})/U_{SCREAM}$.
3. Results

3.1. Comparison Between PIV and Centerline-Based Measurements

We find remotely sensed channel migration vector fields derived from PIV are consistent with centerline-based measurements (Figure 4). The PIV-derived results for migration rate show close agreement with centerline-based DTW measurements across two orders of magnitude for all 10 sites ($n = 16,835$ vector pairs), with $85\%$ of vector pairs consistent within unity ($\delta U < 1$) (Figure 4a). Similar agreement is found on a site-by-site basis (81\%–91\%; Figure S1 in Supporting Information S1). We expect some discrepancy between measured migration rates because PIV and DTW analyses use different algorithms for detecting channels (Isikdogan et al., 2017; Jones, 2015), and because available data spanned slightly different time intervals when computing window-based averages (e.g., Figure 3b).

The main difference between the two methods is that DTW measurements reflect the migration of the channel centerline whereas PIV tracks migration of the banks. Opposing banks and their centerline do not always migrate in sync, especially over shorter timescales (Eke, Czapiga, et al., 2014; Mason & Mohrig, 2019). For example, we consider a cross-section along a bend of the Purus River (Reach 2-C) (Figure 4b). Here, PIV and DTW show general agreement as the channel approximately migrated westward at $\sim 10$ m/year over the 36-year duration of...
Unlike DTW, PIV also characterizes the year-to-year variability in migration rate (9.7 ± 5.2 [3.2, 20.0] m/yr, where ± indicates one standard deviation from the mean and brackets denote 5th and 95th percentiles) and the variability in migration direction (83° ± 28° [39°, 135°], measured counter-clockwise from North) (Figure 4c inset). Although some of this variability can be attributed to propagated uncertainty from identified riverbank positions (Section 2.1), we expect that much of the signal reflects natural variability in migration dynamics. We find that differences in migration rates between opposing banks generally compensate for one another over timescales greater than about 5 years on the Purus River (Figure 4c), which is similar to field observations of the Trinity River (Mason & Mohrig, 2019). This balance between bank erosion and bar accretion rates maintains a relatively constant channel width (Figures 4b and 4c) that is characteristic of meandering rivers (Dunne & Jerolmack, 2020; Leopold & Maddock, 1953; Naito & Parker, 2019). We expect greater discrepancy would arise for channels undergoing significant widening or narrowing because associated bank adjustments are captured by PIV (Chadwick, Steel, Passalacqua, & Paola, 2022) but have relatively little impact on centerline positions (Eke, Czapiga, et al., 2014; Rowland et al., 2016).

### 3.2. Comparison Between PIV and Bank-Based Measurements

PIV-derived results for riverbank migration rate show agreement with bank-based SCREAM measurements over an order of magnitude for all 11 sites (n = 90,666 vector pairs), with 65% of vector pairs consistent within unity (δU < 1) (Figure 4d). This discrepancy is 20% greater than observed in the comparison to centerline-based methods (85% in Figure 4a) and ranges between 50% and 75% for a given site except for the Colville River (24%) (Figure S2 in Supporting Information S1). Part of this discrepancy can be attributed to the slightly different time intervals available for computing window-based averages (Figure 3d), and our approximation of SCREAM vector directions using the reported bank aspect (Rowland et al., 2016). Additional discrepancy arises from the fact that, unlike PIV, SCREAM does not feature a sub-pixel estimator. As a result, the east-west and north-south...
components of SCREAM-derived displacement are assigned integer pixel values. This introduces a known systematic error in SCREAM (Rowland et al., 2016), which is apparent in our comparison by the grouping and relative paucity of SCREAM-derived migration rates less than ~1 m/yr (Figure 4d); this corresponds to migration distances less than ~1 pixel (30 m) over the duration of available Landsat images (~30 yr).

The main difference between the two methods arises from how riverbanks are identified. For PIV, we identified banks based on the edge of surface water (DSWE confidence levels 1–4 in annual median composites), whereas for SCREAM, data banks were identified based on the edge of vegetation (Perkins et al., 2005; Rowland et al., 2019). Identifying channel banks based on the edge vegetation is common practice in studies of meandering rivers because the vegetation line generally migrates in sync with the channel and is insensitive to river stage (Constantine & Dunne, 2008; Dunne & Jerolmack, 2020; Eke, Parker, & Shimizu, 2014; Isikdogan et al., 2017). However, for multi-thread rivers, our results indicate that the migration rate of vegetation lines and surface-water edges is significantly decoupled. We highlight this point using an example bend of the Yukon River (Figures 3c and 3d, labeled Y). Along the outer eroding bank, the vegetation line was coincident with the water line, with PIV and SCREAM showing close agreement over 35 years (Figure 3d). On the inner bank, however, an unvegetated bar separated the vegetation line from water-line-confidence contours. Over 35 years, the vegetation line encroached ~500 m to fully vegetate the bar, whereas the water line remained stable within uncertainty. Differences between vegetated and unvegetated bank motions are most apparent in multi-thread channels with significant downstream bar migration. For example, we highlight a streamwise section along the Pechora River (North Reach; ~3 threads; Figure 4e). Section B–B’ intersects a downstream-migrating mid-channel bar, where the upstream portion is vegetated and the downstream portion is unvegetated. Both PIV and SCREAM accurately track the motion of the vegetated bar, which migrated ~500 m northward over 36 years (~14 m/yr). However, only PIV tracks the unvegetated bar, which migrated almost twice as fast (~30 m/yr). As a result, SCREAM data do not capture the highest rates in the PIV migration-rate distribution (~10–40 m/yr; Figure 4f inset). Similar discrepancies are found in other multi-thread sites, with site-by-site discrepancy (δU) positively correlated with the amount of downstream migration (Figure S3 in Supporting Information S1). The Colville features the most prominent unvegetated banks and mid-channel bars among the analyzed reaches, and consequently this reach exhibits the highest discrepancy between SCREAM and PIV (only 24% of vector pairs were consistent within unity; Figure S2 in Supporting Information S1).

3.3. River-Mobility Dynamics Captured by PIV

In this subsection, we highlight the dynamics of river mobility that can be extracted using PIV. As a motivating example, we present results from the most mobile reach analyzed in this study, along the Mamoré River, BO (Sylvester et al., 2019). PIV-derived vector fields show that this meandering channel migrated at 25.5 ± 27.2 [2.1, 77.3] m/yr and experienced multiple cutoff and avulsion events over the 36-year span of Landsat imagery (Figure 5). Along one bend C–C’, the channel spent ~10 of these years migrating through a previously deposited oxbow lake (~1997–2006; Figures 5a and 5b; Movie S1). PIV-derived vector fields capture how the channel migrated more slowly while the oxbow lake was being eroded (Figures 5b and 5c), which may be linked to the cohesive oxbow-lake deposits resisting fluvial erosion, or to the hydraulic connection with the lake reducing the river’s effective fluid-shear stress and erosion potential along the bank (Bogoni et al., 2017; Fisk, 1947; Hooke, 2004; Meakin et al., 1996; Sun et al., 1996). Five years later (in 2011), a nearby downstream bend experienced a neck cutoff (Figure 5a) and bend C–C’ experienced a temporary increase in migration rate (Figure 5c). This acceleration may be linked to backwater effects or increased riverbed slope triggered by the cutoff—behavior that has been previously documented on the Ucayali River, PE (Schwenk & Foufoula-Georgiou, 2016).

Farther upstream along the Mamoré, an avulsion occurred in ~1995 (Figures 5d and 5e; Section D–D’) (Movie S2). The avulsion rerouted flow from an old eastern channel to a new western channel, cannibalizing a small slough (Hajek & Edmonds, 2014; Kleinhans et al., 2013). PIV-derived vector fields along D–D’ capture gradual migration of the old channel before the avulsion, and rapid migration of the new channel after avulsion (Figure 5d). The slough remained stationary, as illustrated by vertical vectors in the space-time diagram (Figure 5d). Importantly, PIV does not assign vectors to the displacement associated with the avulsion itself. This is because the PIV method is designed to track the translation of pre-existing channels through cross-correlation at the scale of the interrogation window (i.e., the scale of the channel width); PIV does not quantify the initiation or abandonment of channels (Chadwick, Steel, Williams-Schaetzel, et al., 2022).
4. Discussion

4.1. Advantages and Disadvantages of PIV for Remote Sensing of Riverbank Migration

Manual mapping of riverbank migration by trained geologists is infeasible given the sheer volume of the global satellite archive, leading to the development of automated methods based on tracking the channel's centerline (e.g., DTW; Figure 2a) (Listiecki & Listiecki, 2002; Sylvester et al., 2019) or the channel banks (e.g., SCREAM and REAL; Figure 2b) (Langhorst & Pavelsky, 2023; Rowland et al., 2016). Our results demonstrate that upscaled PIV (Figure 2c) presents a promising new alternative to other automated methods. PIV shows order-one consistency with centerline- and bank-based methods (Figures 4a and 4d) and offers three main advantages.

First, PIV is equally applicable to all planform morphologies—from single-thread channels (e.g., meandering rivers) to multi-thread channels (e.g., braided, anastomosing, and wandering rivers; Figure 1) (Eaton et al., 2010; Galeazzi et al., 2021; Latrubesse, 2008). This advantage stems from PIV’s Eulerian coordinate system, which organizes vector fields in a grid that is independent of channel position or geometry (Figure 2c). Similarly broad applicability can be achieved using bank-based methods, but not centerline-based methods. Centerline-based methods are based in a Lagrangian coordinate system that organizes vectors along a designated channel centerline (Figure 2a), and so applicability is largely constrained to single-thread meandering channels where the main channel centerline can be well defined (Dey & Bhattacharya, 2014; Marra et al., 2014). PIV’s broad applicability opens up avenues for future research comparing channel mobility across planform morphologies. For example, past work has investigated the hypotheses that migration rate scales with channel width (Hickin & Nanson, 1984), bend curvature (Y. Li & Limaye, 2022; Sylvester et al., 2019), cutoffs (Schwenk & Foufoula-Georgiou, 2016), bank strength (Ielpi et al., 2023), and sediment supply (Constantine et al., 2014) for single-thread meandering rivers. PIV offers means to further test these hypotheses and expand investigations to multi-thread channels. PIV can also be leveraged to explore planform-specific differences between riverbank erosion and bar accretion, which can help maintain the channel’s width and potentially its planform morphology (Chadwick, Steel, Passalacqua, & Paola, 2022; Mason & Mohrig, 2019).

Second, PIV isolates channel mobility due to riverbank migration. This is because the PIV algorithm maps vectors based on the best-fit translation of existing channel areas from image to image (Chadwick, Steel, Williams-Schaetzel, et al., 2022; Keane & Adrian, 1992; Westerwel, 1997). The algorithm largely ignores mobility due to avulsions (Figures 5d and 5e; Movie S1) and cutoffs (Figures 5a and 5b; Movie S2) because these processes involve the initiation and abandonment of channel areas rather than translation (Chadwick, Steel, Williams-Schaetzel, et al., 2022). This contrasts with centerline- and bank-based methods, where reaches with avulsions and cutoffs generally need to be manually identified and removed prior to analysis (Sylvester et al., 2019); or procedurally identified and tracked differently than other reaches (Rowland et al., 2016). PIV’s ability to isolate migration renders it well-suited for studying highly mobile rivers like the Mamoré where migration, avulsion, and cutoffs are all common (Figure 5). Disentangling total channel mobility into its constituent processes is valuable because channel migration and avulsion processes can pose distinct hazards requiring different management strategies to protect riverside communities (Mcewan et al., 2023; Moodie & Nittrouer, 2021; Thakur et al., 2012); and because migration and avulsion processes can respond differently to climate change and human activities (Bufe et al., 2019; Chadwick & Lamb, 2021; Jerolmack, 2009; Wickert et al., 2013).

Third, PIV allows for quantified uncertainty in riverbank positions to be directly propagated into uncertainty in migration. This is achieved by applying PIV to multiple confidence intervals of surface-water presence (DSWE) (Jones, 2015, 2019), and then calculating the standard deviation in the mean vector field using vector statistics (Figure 4c) (Chadwick, Steel, Williams-Schaetzel, et al., 2022). These vector statistics are made simple by PIV’s Eulerian coordinate system because vectors are organized into a fixed grid where they can be directly compared across confidence intervals. In contrast, for centerline- and bank-based Lagrangian coordinate systems, the location and even the quantity of vectors will be different for each confidence interval, such that computing vector statistics across confidence intervals will be difficult or even impossible to implement. Identifying riverbanks is typically the greatest source of uncertainty in remote sensing studies of river channel mobility (Donovan et al., 2019; Lane et al., 2010; Nagel et al., 2022), so PIV’s ability to propagate this uncertainty could prove invaluable for investigations of systematic differences between river systems (Langhorst & Pavelsky, 2023), as well as for investigations of global-scale temporal changes associated with climate change and human activities (Dethier et al., 2022). Quantified uncertainty will be vital as river-mobility research advances to investigate more
multi-thread river systems, where banks can be difficult to precisely constrain from remote sensing (Baki & Gan, 2012; Gupta et al., 2013).

PIV also comes with some disadvantages compared to existing methods. For example, centerline- and bank-based mobility methods can leverage their Lagrangian coordinate system to provide paired measurements of channel geometry and mobility (Rowland et al., 2016; Sylvester et al., 2019). However, due to its Eulerian coordinate system, the PIV algorithm makes no assumptions or calculations of channel geometry. Channel-geometry measurements must be made separately using other algorithms, such as RivGraph or rivMAP (Schwenk & Hariharan, 2021; Schwenk et al., 2017), or collected manually following established methods (Chadwick, Steel, Passalacqua, & Paola, 2022; Egozi & Ashmore, 2008). This additional step may pose an inconvenience for studies investigating the relationship between migration rates and geometric properties such as channel width and channel-bend curvature (Y. Li & Limaye, 2022; Sylvester et al., 2019). In the future, this disadvantage can be overcome by building computational suites that integrate PIV algorithms with existing geometry-focused algorithms.

Furthermore, extracting PIV vector fields can become computationally expensive for large data sets. For PIV analysis of Landsat data in this study, applying PIV to a single site required ~1–5 hr of computer-processing time on a high-performance computer—depending on the site's image size, the number of available images, and the PIV input parameters (Δt, Δx; Equations 1 and 2). Computer-processing time should increase when analyzing longer reaches than those in this study (>150 channel-widths), when leveraging data sets with higher image resolution (<30 m/pixel) and more available imagery than Landsat (>36 annual composites), and when thread width and mobility require smaller values of input Δt and Δx (Equations 1 and 2). Over large spatiotemporal scales, vector fields can become difficult to visualize (Figures 3a and 3c)—at least without vector averaging (Figures 3b and 3d) or timelapse videos (Movies S1 and S2). At some point, PIV analysis may be judged too computationally expensive, at least to relatively simple algorithms like those of centerline-based DTW (Lisiecki & Lisiecki, 2002; Sylvester et al., 2019). This disadvantage can be overcome by leveraging parallel-processing techniques available in PIVlab and MATLAB; by using high-performance-computing and visualization resources available at many universities and research facilities; and by future integration of PIV algorithms with powerful cloud computing planforms such as Google Earth Engine (Gorelick et al., 2017).

Even before overcoming PIV’s disadvantages, we expect its benefits to outweigh the costs for many studies. For comparative studies of different river systems, PIV offers broad applicability across planform morphologies. For studying highly mobile rivers that move through a variety of processes, PIV offers a means to isolate and disentangle the component of motion associated with riverbank migration. And for investigations of river response to climate change and human activities, PIV offers a means to propagate uncertainties and establish baselines for significant response. On the other hand, for studies focused on the centerline migration, curvature, and width of single-thread meandering rivers, centerline-based methods may provide a more convenient and computationally expedient alternative to PIV.

4.2. The Importance of Selecting Riverbank Proxy: Waterline or Vegetation Line?

Remote-sensing studies of river mobility have typically identified bank positions based on either the edge of vegetation (Borah et al., 2008; Donovan et al., 2019) or the edge of annual surface water (Lane et al., 2010; Langhorst & Pavelsky, 2023). Our comparative analysis shows that using the vegetation line as a proxy for the channel bank—a common work-around for single-thread rivers—is disadvantageous for multi-thread rivers because there is significant motion associated with unvegetated bars and banks that migrate out-of-sync with the vegetation line (Figures 3c, 4e, and 4f) (Constantine & Dunne, 2008; Dunne & Jerolmack, 2020; Eke, Parker, & Shimizu, 2014; Isikdogan et al., 2017). This disadvantage can be overcome by identifying channel positions based on water-surface presence (Jones, 2015, 2019; Sylvester et al., 2019), which enables waterlines to be tracked along both vegetated and unvegetated banks (Figures 4e and 4f). Unvegetated banks may migrate significantly faster than vegetated banks (Figure 4f), and can be distinguished from one another based on spectral indices (Kauth & Thomas, 1976; Valenza et al., 2022). Quantifying differences between vegetated and unvegetated banks may be crucial for unraveling the dynamics of different types of multi-thread channels, which are often classified based on whether mid-channel islands are unvegetated (in braided rivers) or vegetated (in anastomosing rivers) (Church & Rood, 1983; Eaton et al., 2010; Makaske, 2001). Furthermore, decoupling between water- and vegetation-lines may be especially pronounced for rivers experiencing climate-induced shrubification, as has been hypothesized for rivers in the Arctic (Ielpi et al., 2023).
Using water-surface presence as a proxy for bank position necessarily introduces uncertainty associated with variable river stages and wetted widths over the course of the annual hydrograph (Dong & Goudge, 2022; Limaye, 2017). Importantly, this drawback can be mitigated using annual-composite imagery, as we have done here. Annual composites recover the median spectral signature of surface-water presence for a given year and are thus relatively insensitive to seasonal variations in river stage (Langhorst & Pavelsky, 2023; Schwenk et al., 2017). The median surface-water extent may not be representative of bankfull surface-water extent, but we expect both to exhibit the same mobility unless the channel undergoes significant changes in cross-sectional geometry. As an alternative to annual composites, images can be compared using the wettest month in the year (Dong & Goudge, 2022) or using a reference water discharge where gage data permit (Limaye, 2017). Regardless of the image preparation, the uncertainty in wetted channel area can be quantified using confidence intervals and then propagated into PIV-derived mobility measurements (Figures 4c and 4f) (Chadwick, Steel, Williams-Schaetzel, et al., 2022).

4.3. Requirements for Applying PIV to Remotely Sensed Rivers Worldwide

Our results from 21 rivers worldwide demonstrate that PIV can accurately extract riverbank migration from remotely sensed imagery of channels with various sizes, shapes, and speeds. For successful PIV application to other rivers in future studies, we emphasize that river imagery should meet three main requirements. First, channel threads need to be large enough relative to the image resolution for coherent correlation of riverbanks between images. This is necessary to prevent systematic errors that arise when interrogation-window size approaches the pixel size (Nogueira et al., 2001; Sciacchitano, 2019). These errors are avoided when interrogation windows contain at least 10 pixels,

\[ N_{\text{wind}} \geq 10 \text{ pix}, \tag{3} \]

where \( N_{\text{wind}} = \Delta x^2 \) is the area of an interrogation window with dimensions \( \Delta x \), expressed in terms of the number of constituent pixels. Plugging in our equation for window size (Equation 1) and rounding up to the nearest even number of pixels (Table 1), we find Equation 3 corresponds to a thread width \( b \) of at least eight pixels,

\[ b \geq 8 \text{ pix}. \tag{4} \]

Thus, channel threads should be at least eight pixels wide for the successful application of PIV from remotely sensed imagery. For the 30-m/pix resolution of Landsat, Equation 4 is satisfied by channel threads wider than 240 m (Table 1). Narrower rivers could be analyzed using higher-resolution imagery, such as ESA Sentinel-2 and PlanetScope (Drusch et al., 2012; Marshall & Boshuizen, 2013), so long as Equation 4 is satisfied at the corresponding image resolution. We emphasize that for application to multi-thread rivers, Equation 4 corresponds to the width of individual threads \( b \), not the total channel width \( B \). Thread width can be estimated by dividing the channel width by the number of threads \( b = B/N_c \); Table 1.

Second, successful PIV application requires that channel threads migrate fast enough to traverse a significant distance over the timespan of available imagery. This is necessary to ensure that river-mobility signals are significant compared to random error and uncertainty associated with PIV (Keane & Adrian, 1992). This requirement can be represented in terms of an upper limit of the thread migration timescale \( T_c \)

\[ F T_c \lesssim T_{\text{img}}, \tag{5} \]

where \( T_{\text{img}} \) is the timespan of available imagery, \( T_c \) is the estimated time it takes a thread to migrate its own width based on visual inspection (Table 1; Section 2.1.2), and \( F \) is the fraction of a thread width deemed significant. We recommend taking \( F = 1/2 \), meaning that at least some threads traverse at least one-half their width—equivalent to one PIV interrogation window (Equation 1)—over the timespan of available imagery. Based on visual inspection, we deemed this distance was significant enough such that we were confident that net movement of the waterlines across the timelapse of annual composite imagery reflected true riverbank migration, and not year-to-year changes in the hydrograph and wetted width. With \( F = 1/2 \) and the timespan of Landsat imagery used here \( T_{\text{img}} = 36 \text{ years} \), Equation 5 indicates that successful PIV application requires estimated thread migration timescales of \( T_c \lesssim 72 \text{ years} \). Slower rivers (i.e., those with higher \( T_c \)) may be suitable for PIV in the future as Landsat missions continue to collect imagery and \( T_{\text{img}} \) increases. PIV analysis of more recent remote sensing data, like ESA Sentinel-2 and PlanetScope (Drusch et al., 2012; Marshall & Boshuizen, 2013), will necessarily be limited to faster rivers (i.e., those with lower \( T_c \)) due to their shorter timespan of available imagery \( T_{\text{img}} \).
Finally, the third requirement is that channel threads migrate slowly enough to traverse less than one interrogation window between consecutive images. This is necessary to prevent systematic errors that arise when tracked features enter or exit a PIV interrogation window (Keane & Adrian, 1992; Nogueira et al., 2004; Sciacchitano, 2019). Because the interrogation-window size is selected to be one-half the thread width (Equation 1), this requirement can be expressed in terms of a lower limit on the estimated thread migration timescale $T_c$,

$$\frac{1}{2} T_c \geq \Delta t_{\text{img}},$$  \hspace{1cm} (6)

where $\Delta t_{\text{img}}$ is the time between consecutive images in the timelapse. With the Landsat annual composites used here, $\Delta t_{\text{img}} = 1$ year and so rivers with $T_c \geq 2$ years satisfy Equation 6. For faster rivers (i.e., those with lower $T_c$), it should be possible to leverage monthly or even daily imagery where available to reduce $\Delta t_{\text{img}}$ and satisfy Equation 6. However, we emphasize that doing so may introduce additional seasonal movement of waterlines between images due to the annual hydrograph and associated wetted-width variations. This additional signal could be mitigated by careful selection of imagery at a reference discharge (Limaye, 2017).

Together, these three requirements can be used to identify rivers that are wide enough (Equation 4), fast enough (Equation 5), and also slow enough (Equation 6) for PIV analysis using a given remote sensing data set.

### 4.4. Implications for Interrogating River Response to Climate Change and Human Activities

Our results demonstrate how PIV offers a means to efficiently extract river migration data (Figures 4 and 5) that can inform scientists, engineers, and policymakers as to how rivers are responding to our rapidly changing world. For example, previous work has identified systematic shifts in water and sediment supply associated with climate warming, damming, and deforestation (Dethier et al., 2022; D. Li et al., 2021; T. Li et al., 2020), as well as changes in bank-strength due to Arctic shrubification (Ielpi et al., 2023), all of which could be driving river-mobility changes detectable with PIV. PIV is also readily applicable to multi-thread distributary channels (Figure 2c), where migration may be influenced by sea-level rise and other coastal processes (Lentsch et al., 2018; Wickert et al., 2013; Wilson & Goodbred, 2015).

Importantly, cutoffs and avulsions are largely ignored by the PIV algorithm (Figure 5d; Movies S1 and S2), consistent with earlier experimental applications (Chadwick, Steel, Williams-Schaetzel, et al., 2022). This aspect of PIV could prove invaluable for interrogating river response because channel migration may respond differently compared to channel avulsion in the face of environmental change (Bentley Šr et al., 2016; Blum & Törnqvist, 2000; Nanson & Hickin, 1986). For example, laboratory experiments suggest that migration rate is reduced due to sea-level rise (Bufo et al., 2019; Chadwick, Steel, Williams-Schaetzel, et al., 2022) whereas the frequency of river avulsion increases (Chadwick, Steele, Silvestre, & Lamb, 2022; Jerolmack, 2009; Martin et al., 2009). PIV provides valuable means to test such hypotheses on natural systems in the global satellite archive, by strategically isolating the component of river mobility associated with riverbank migration (Figure 5d; Movies S1 and S2) (Chadwick, Steel, Williams-Schaetzel, et al., 2022).

To identify significant signals of river response to climate change and human activities, it is necessary to also characterize the baseline of natural variability (Jerolmack & Paola, 2010; Wohl et al., 2005). The rich vector fields derived from PIV analysis are well-suited for characterizing natural variability in migration rate, including spatial differences in migration rate linked to vegetation (Figure 4f) (Peixoto et al., 2009; Tal et al., 2013); temporary slowdowns in migration rate associated with oxbow-lake connection and erosion (Figures 5b and 5c) (Bogoni et al., 2017; Fisk, 1947; Hooke, 2004; Meakin et al., 1996; Sun et al., 1996); as well as temporary accelerations in migration rate triggered by nearby cutoffs (Figure 5a) (Schwenk & Fouchoua-Georgiou, 2016). Furthermore, the quantified uncertainty in local measurements captured by PIV represents a major step forward for global-scale analysis (Langhorst & Pavelsky, 2023). Quantified uncertainty and baselines of variability will allow researchers to rigorously evaluate hypotheses and models of river response to climate change that remain largely untested on modern natural systems (Chadwick & Lamb, 2021; Hariharan et al., 2022; Limaye, 2020; Wickert et al., 2013). Validating such models with PIV-derived measurements will help improve predictions for future erosion hazards in the face of climate change, and help inform sustainable management of watersheds subject to damming and deforestation (Church & Ferguson, 2015; Dethier et al., 2022; Passalacqua et al., 2021).
5. Conclusions

We upscaled PIV techniques from laboratory flume studies to global remote sensing of riverbank migration (Figure 1). We find that:

1. PIV can be applied to satellite imagery like NASA Landsat to automatically and efficiently quantify local rates and directions of gradual riverbank migration, and by design exclude abrupt channel-jumping events such as cutoffs and avulsions (Figure 5).

2. PIV-derived results are consistent with published results from centerline-based approaches (Figures 2a and 4a–4c) and bank-based approaches (Figures 2b and 4d–4f), with average migration rates showing agreement within unity (δU < 1) for 85% and 65% of data respectively. Discrepancies are primarily attributed to differences in what features are being tracked (centerlines vs. banks) and differences in how banks are identified (e.g., based on the edge of surface water or the edge of vegetation) (Figure 4).

3. Unlike centerline-based methods, PIV is equally applicable to single- and multi-thread river channels (Figure 1; Table 1) and is able to track the independent motions of opposing riverbanks, which may be temporarily out-of-phase (Figure 4e) (Eke, Czapiga, et al., 2014; Mason & Mohrig, 2019).

4. Unlike bank-based methods, PIV is based on an Eulerian (i.e., grid-based) coordinate system (Figure 2) that facilitates the propagation of uncertainty associated with ambiguous riverbank positions. This is especially important for multi-thread rivers, where significant differences in mobility may be detected depending on whether the riverbank is identified based on the edge of surface water or the edge of vegetation (Figure 4f).

5. The PIV method provides a means to accurately, efficiently, and reproducibly extract the wealth of migration data in the global satellite archive, opening up new opportunities to investigate and test hypotheses about how rivers are responding to climate change and human activities (Chadwick & Lamb, 2021; Hariharan et al., 2022; Limaye, 2020; Wickert et al., 2013).
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